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● Mostly based on upstream OpenStack 
components

● Some components maintained by us 
(proxy service, Puppet ENC)

● Both OpenStack and our own 
software exposes HTTP APIs to 
interact with

Cloud VPS



● OpenStack keystone deals with 
developer accounts

● Everything else deal with Keystone 
issued tokens
○ Previously, our custom 

components did not
● Explicit goal: interact with developer 

account passwords as little as possible
○ Solution*: application credentials

Authentication



OpenTofu

● Declarative infrastructure as code tool
● Abstraction level: providers 

(“OpenStack”) that have resources 
(“compute instance”)

● Custom configuration language, HCL
● Linux Foundation project, fork of 

HashiCorp s̓ Terraform
● Apache 2.0 licensed



Example
data "openstack_networking_secgroup_v2" "default" {
  name = "default"
}

resource "openstack_networking_secgroup_v2" "puppetserver_security_group" {
  name = "puppetserver"
}

resource "openstack_networking_secgroup_rule_v2" "puppetserver_access" {
  direction         = "ingress"
  ethertype         = "IPv4"
  protocol          = "tcp"
  port_range_min    = 8140
  port_range_max    = 8140
  security_group_id = openstack_networking_secgroup_v2.puppetserver_security_group.id
  remote_group_id   = data.openstack_networking_secgroup_v2.default.id
  description       = "puppet clients"
}
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Example

https://asciinema.org/a/528227


State

● Mapping between defined resources and those 
that actually exist

● By default, stored in a file in the project 
directory

● Should be kept private, might contain secrets
● Needs to be shared with everyone working on 

the project
● The Cloud VPS object storage service seems to 

work fine for this with the S3 interface. See 
Wikitech for examples



The good

● Most OpenStack resources work fine with the 
OpenStack provider

● Cloud VPS proxy integration works fine



The bad

● Application credentials are a bit janky
○ Only allows access to a single project, 

except I would not rely on that isolation 
working

● Some OpenStack APIs (eg. Trove/DBaaS) arenʼt 
very stable, and a single failing resource will 
fail the entire run

● Too early to tell how the OpenStack Terraform 
provider will continue to be maintained after 
Terraform/OpenTofu fork



The ugly: Puppet integration

● Resource for managing Puppet 
ENC data (prefix roles and hiera)

● Hiera YAML formatting handled 
poorly by Terraform

● No support for the certificate 
signing dance

resource "cloudvps_puppet_prefix" "puppetserver" {

  name  = "metricsinfra-puppet-"

  roles = ["role::puppetserver::cloud_vps_project"]

  hiera = file("${path.module}/puppetserver_hiera.yaml")

}



● By me
○ terraform.wmcloud.org (the provider registry)
○ metricsinfra (Cloud VPS 

monitoring-as-a-service)
● By other WMCS admins

○ PAWS, superset.wmcloud.org, tf-infra-test
● By the community

○ account-creation-assistance, Quarry
● Others I donʼt know about? Please list yourself on 

Wikitech or otherwise make yourself known

Example users in Cloud VPS

https://wikitech.wikimedia.org/wiki/Help:Using_OpenTofu_on_Cloud_VPS#Example_OpenTofu_setups
https://wikitech.wikimedia.org/wiki/Help:Using_OpenTofu_on_Cloud_VPS#Example_OpenTofu_setups


More details:
terraform.wmcloud.org1

[1] yes, the domain name change is WIP

taavi@wikimedia.org

https://terraform.wmcloud.org

